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A Double Sigmoid-Based Beamforming Algorithm
With Reduced Computational Complexity

Raimundo N. G. Robert, Ciro André Pitz, and Rui Seara

Abstract—This paper introduces a new adaptive beamforming - analog-digital beamforming in large-scale antenna systém
algorithm for cellular systems. Such an algorithm is based addition, CSI feedback mechanisms are discussed in [9] and
on the adaptive combination of vector projections (ACVP) 1107 in order to compute the downlink transmit beamforming

framework presented in the open literature. The main novely . o
of the proposed algorithm is the use of both unipolar and in frequency division duplex (FDD) systems. Another common

bipolar sigmoid functions for supporting the adjustment of the Strategy used in adaptive beamforming is to minimize the
combination coefficients used in the ACVP framework. The antenna array output power subject to array gain conssraint

degree of freedom of these sigmoid functions allows updatin jn the SOI direction [11]. Specifically, the beamforming@lg

the beamforming coefficients by using a smaller number of jinmg of this class are derived from the minimum variance
vector projections. As a consequence, the proposed algdtin,

termed here double sigmoid ACVP (DS-ACVP), presents a low crite_rion (12], [13], thus_ requirin_g an accurate_ est?meftbmih
computational complexity and is capable of outperforming ¢her  the input autocorrelation matrix and the direction-ofieair
adaptive beamforming algorithms from the literature. Numerical  (DOA) of the SOI [14], [15]. As a consequence, even small

simulation results corroborate the effectiveness of the mposed errors in the estimation process may significantly reduee th
approach. performance of the algorithms based on this strategy [15].
Index Terms—Adaptive algorithm, adaptive antenna ar- Aiming to overcome this problem, algorithms such as those
rays, beamforming, mobile communications, stochastic gdient  discussed in [16]-[21] were developed to provide robustnes
method. against estimation errors.
Some algorithms discussed in the open literature aim to
I. INTRODUCTION reduce the additional resources required for either piogid

training signal or estimating the CSI, the input autocatieh

A NTENNA arrays have been proven to be a powerful apnatrix and the DOA. Such algorithms provide both high SINR
proach for increasing the capacity of cellular systems nﬂ)‘erformance and low computational burden by exploiting
[3]. The spatial filtering capability of the antenna arrag® ¢ some particular aspects of mobile communication systems.
!oe exploited by beamforming algorithms_aiming tlo reduce the,, instance, the algorithms introduced in [22]-[24] onkeu
interference levels and strengthen the signal of inte®&IX e signals already available at the input and output of the
in both uplink and downlink channels. Moreover, considgringg relators in code-division-multiple-access (CDMA) teyss.
adaptive beamforming algorithms, a real-time adjustmént @, the other hand, the constrained stochastic gradient YCSG
the _rad|at|0n_ pattern can be ach_leved,_leadlng to h'gh@lgevalgorithms [25] and its improved version (ICSG) [26] corsid
of signal-to-interference-plus-noise ratio (SINR) [4]. the space-time equalization structure discussed in [27ijng
Most adaptive beamforming algorithms consider the avajly gptain the downlink beamforming from the uplink data
ability of a training sequence for its proper operation. '@ymbols. The implementation challenges of the CSG-type
the conventional approach discussed in [5], the error sig%amforming algorithms are overcome in [28] by introduc-
resulting from th_e difference between the trainir_lg signai_ aing the adaptive-projection CSG (AP-CSG), which vyields
the array output is used to control the beamforming algorith |over computational complexity and higher SINR levels than
The major drawback of this strategy is its dependence on highth cSG and ICSG algorithms. Furthermore, the adaptive-
levels of correlation between the SOI and the training Sugr‘%rojection approach presented in [28] is used in [29] tovaeai
which is a hard condition to be fulfilled in cellular system8$.[ new form of quadratically-constrained minimization prerl.
In this context, most recent beamforming approaches aedbags 5 result, the adaptive-projection quadratically-coaised
on a priori k_nowledge of _the chgqnel state information (CSlitochastic gradient (AP-QCSG) algorithm is developed, im-
which is estimated by using training sequences. For instangroying the SINR performance in realistic scenarios formed
efficient schemes for distributed transmit beamforming apy spatially distributed sources [29].
derived in [7] by means of an optimal training sequence | [30], a new framework for adaptive beamforming design
design. In [8], a reduced-dimension training sequenceas pPis derived from a unifying view on the mean behavior of
posed for estimating the downlink CSI and obtaining a hybrE’daptive-projection CSG-type algorithms. Such a framewor
Raimundo N. G. Robert, Ciro André Pitz, and Rui Seara aré e .termed adapti\{e Combinaﬂon.Of VeCtor. projc_ections (ACVP),
LINSE—Laborat.ory.of Circu’its and Signal Pr(’)cessing, Depant of Elec- is introduced in [30] to devise the sigmoid-based ACVP
trical and Electronic Engineering, Federal University cing Catarina, (SB-ACVP) beamforming algorithm, which applies a unipolar
Florianopolis, SC, Brazil. E-mails{nonato, ciropitz, seaj@linse.ufsc.br. — gigmoid function for dynamically adjusting the linear com-
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Technological Development (CNPQ). bination in the ACVP framework. Such as the CSG-type
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time equalization structure [27] to separate the SOI from tiThen, aiming to evaluate the SINR provided by(n), the
interferences. The disadvantage of such an approach is teaiance ofy(n) is obtained as

it requires a minimum initial SINR for detecting the data 9 9 H
symbols related to the SOI from the uplink signal. However, ay(n) = Elly(m)[] = w7 (n)Rocw(n) )
such a minimum SINR can be reduced by adaptive modulatisimere R, = E[x(n)x"(n)] denotes the input autocorrelation
and coding schemes [31], [32], which allow the use of lownatrix.

order modulation and low-rate coding at the beginning of Now, assuming that the symbols coming from each multi-
the communication session. As shown in [30], the SB-ACVpath are independent, i.e.,

outperforms competing algorithms from the open literature P

and presents a better trade-off between performance and Evim(n)vH (n)] = —"1;, (5)

computational cost. Thus, taking into account the satisfsc \ggh I, and P, characterizing reLspectiver the identity
erformance of the SB-ACVP, the present paper propos b om= ' ’ .
P P paper prop trix with dimensionL x L and the power of the received

a novel adaptive beamforming algorithm also based on t .

ACVP framework. In contrast to the SB-ACVP, the propose%iymbOIS’ (4) can be rewritten as

algorithm, termed here double sigmoid ACVP (DS-ACVP), M

obtains the linear combination coefficients using both alaip op(n) =Y Ppw(n)Ryw(n) + oZllw(n)[|*  (6)

and bipolar sigmoid functions, allowing to reduce the numbe m=1

of vector projections required in the beamforming updatehere R,,(n) = H,,H" /L denotes the spatial covariance

As a consequence, the proposed DS-ACVP presents hightrix of themth mobile terminal and? is the noise variance.

SINR performance with lower computational complexity aslext, assuming thain = 1 corresponds to the SOI, the

compared with the SB-ACVP. interference-plus-noise power can be separated from tHe SO
This paper is organized as follows. Section Il presentower in (6), resulting in the following SINR expression:

the theoretical basis, including both system model and-prob wH(n)Regiw (n)

lem statement. Section IlI revisits the ACVP framework and I'(n) = — . - -

the SB-ACVP algorithm. Section IV presents the proposed wh(n)Rimw(n) + o7||lw(n)]]

DS-ACVP algorithm. Section V shows numerical simulatiowith Rs,; = P;R; and Riy — Z%:z PRy, denoting

results aiming to assess the performance of the proposkd correlation matrices corresponding to the SOI and to the

DS-ACVP algorithm. Finally, Section VI presents conclulininterference, respectively.

remarks. The CSG-type algorithms presented in [25], [26], [28],

and [29] operate based on the availability of both SOI and

interference-plus-noise signal. As discussed in [27], @&cep

time equalization structure can be used to estimate the SOI
The scenario considered here involves a linear array wittom x(n). Then, definingd(n) € CX*!, which contains the

K antennas located at the base station (BS) hdsers that SOI snapshots at each antenna of the array, and subtraicting i

share the same channel. In this scenario, the baseband si¢man x(n), a vectorz(n) = x(n) — d(n) composed of snap-

received at the BS is arranged in the input vectdn) € shots of the interference-plus-noise signal is obtainétusT

()

II. SYSTEM MODEL AND PROBLEM STATEMENT

CE>1, which is given by with the availability of bothd(n) andz(n), the instantaneous
" SINR given by
x(n) = Y sm(n) +x(n) (1) Py = ¥ ) wn) @
m=1 w(n)z(n)z" (n)w(n)

with s,,(n) andr(n) € CX*! representing, respectively, theis used as the objective function of the CSG-type beamfagmin
signal corresponding to theth user and the additive white algorithms. Specifically, the CSG [25] and the ICSG [26] are
Gaussian noise (AWGN) present in the antennas. By assumfiyised aiming to maximize (8) in two stages: in the first,

L independent paths between each user and the,BS,) can the denominator of (8) is kept fixed while the numerator
be modeled as is maximized; in the second, the denominator is minimized

Sm(n) = Hyvin (1) @) keeping the numerator fixed. As a drawback, both CSG and
ICSG require the individual estimation of each interfering
where v,,(n) € CL*! denotes the vector containing thesignal, which is not an easy task due to the low power levels of
symbols coming from each multipath, arfid,, € CK*L the interferers. In contrast, the AP-CSG algorithm [28] és d
represents the spatial response matrix whose coliyn veloped in order to eliminate the need for individual estiora
denotes the steering vector of the signal arriving fromlthe of the interfering signals. To this end, the denominatoi8yfi¢
multipath between thetth mobile terminal and the BS [2]. Minimized while an adaptive-projection constraint is uéed
The antenna array output, represented;by), is expressed Steeringw(n) toward the SOI subspace [28]. Regarding the

as the inner product between the beamforming vestor) € AP-QCSG [29], the approach consists of replacing the affine
CE*1 and the input vectok(n), i.e., adaptive projection constraint considered in [28] by a more

effective quadratic adaptive constraint, which allowsleiting
y(n) = w(n)x(n). (3) all subspace spanned by the SOI.
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IIl. REVIEW OF THEACVP FRAMEWORK denoting the normalized version &,;. Since the sum of the

The ACVP framework proposed in [30] is based on gigenvalues ofR;, is unitary (normalized matrix), one can

geometric interpretation of both AP-CSG and AP-QCSG ayerify that [[vi(n)[| < [[E[w(n)[|. This upper bound is also

gorithms. Such a geometric interpretation is obtained fro%tamed, forva(n) as g rlesult é’f the normalized m_a“i—*so_i-

the stochastic model describing the mean-weight behafior g°"ceMingvs(n), its balanced version is given By, (n) =

these algorithms. In the case of the AP-CSG, the mean-wei RinE[w(n)], resulting in||v3(n)|| < [[E[w(n)||. Then,

behavior expression is written as onsideringvi (n), ¥2(n) = va(n), and v3(n), the ACVP
framework proposes a general algorithm whose mean-weight

E[w(n + 1)] = E[w(n)] — 11y RiniE[w(n)] behavior is written as

+ p2RoEW(n)] + 11 RgoRintE[w(n)]  (9) :

Efw(n+ 1)] = Efw(n)] + >_ Bi(n)¥i(n)  (17)

where iy and i, denote the step-size parameters, &g, i=1
is the normalized autocorrelation matrix of the SOI, givegn bwhere 3;(n) represents théh time-varying combination co-
[18] efficient [30].
R..—E {d(”)dH(n)] (10) The first practical outcome of the ACVP framework is the
s [[d(n)||2 |- SB-ACVP algorithm, which was developed in [30] using a

eL(!]nipolar sigmoid function to support the adjustmentipfn).
The choice of the unipolar sigmoid function is due to its
Iiiénited range (from 0 to 1), making it easier to control thdiin
vidual contribution of each vectar; (n) in (17). Furthermore,
the sigmoid function leads to a reduced stochastic gradient
Efw(n + 1)] = E[w(n)] — i RinE[w(n)] noise for valyes close to its range Iimit_s. _
101 As shown in [30], the SB-ACVP exhibits low computational
+ ENX(n)|RsoE[w(n)] + T ReoRinE[w(n)]  (11) burden and provides higher SINR levels than the CSG-type
beamforming algorithms. Table | summarizes the SB-ACVP
algorithm, wherep[a; (n)] denotes the unipolar sigmoid func-
E[Gy,(n)] E[A(n)] ) 12 tion with —oo < a;(n) < oo, v is a parameter that determines
E[Ga(n)] E[Ga(n)] (12)  the range of3;(n), w'(n) characterizes the beamforming
vector obtained before the normalization step (last step of
E[A(n)] = (1 + py){E[Ga(n)]}* — 42 Im{E[Gaz(n)]} (13) the algorithm), andlx represents the identity matrix with
dimensionK x K [30].

As shown in [26], such a matrix can be analytically obtain
from the eigendecomposition @& ;.

Regarding the AP-QCSG, the mean-weight behavior
modeled as follows [30]:

El(n)] = 5

E[Ga(n)] = E[w" (n)|RsoE[w(n)] (14)

TABLE |

and SUMMARY OF THE SB-ACVP ALGORITHM

E[Gaz(n)] = E[w" (n)| ReoRintE[w (n)]. (15)

Initialize w(0), a1 (0) and a2(0)
It is shown in [30] that the mean-weight behavior of Do form —1.2.3
both AP-CSG and AP-QCSG algorithms are somewhat sim- Y 1
ilar. More specifically, one verifies from (9) and (11) that ¢l = oy Pl = e

such algorithms operate based on the linear combination of by _ | ] (n)z(n)
vi(n) = RinEW(n)], va(n) = ReoElw(n)], andvg(n) = (0 =W el 6wl
R, RintE[w(n)]. In the case of the AP-CSG, the linear com- —&—p,(ﬁ[ag(n)]d(n)dH(n)w(n)
bination is fixed, with the coefficients given, respectivdly l[d(n)||?
. H H
— 1, p2, andu;. On the other hand, the AP-QCSG algorithm {1 — ¢[a2(n)]}d(n)d (n) zl(n)z (Z)W(n)

performs the linear combination by using fixed coefficients [[d(n)][2

for vi(n) andvs(n) (—u1 and us/2, respectively), whereas z(n)z" (n
the co(ef)ficient C(()rr)esponding t@z/(n) is given by the time- a () = —p{l = dlas(n)l}dlas ()] [[z(n)|[? w(n)
varying term Ey(n)]. Thus, taking into account the difference
of performan%e(bzz]tween the considered algorithms [29], the q2(n) = {1 = glaz(n)]}¢laz (n)]
idea behind the ACVP framework is to dynamically adjust (dmd®(n) [ z(n)z" (n) w(n)
the linear combination ot (n), v (n), andvs(n) aiming to lld(n)|[? |lz(n)|[?
enhance the SINR levels at the antenna array output [30]. Do fori =1,2

The general update expression of the ACVP framework is ai(n+1) = au(n) + Relg;' (n)d(n)d"™ (n)w’(n)]
derived in [30] balancing the individual contribution ofeth w(n)d(n)d" (n)w’'(n
vectors on the right-hand side of (9) and (11). To this end, _ Réay(n)z(n)z" (n)w'(n)]
vi(n) is replaced by (n) = R, E[w(n)], with w(n)z(n)z" (n)w’(n)

_ = [2(n)z" (n) win+ 1) = o
R =€ 4o
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IV. PROPOSEDALGORITHM For updatinga; (n) and az(n) in (23), we use the steepest

In order to develop the proposed beamforming algorithm, Ig§cent method [33] as follows:

us first introduce both unipolar and bipolar sigmoid funesio
for supporting the adjustment ¢f;(n) in (17). In contrast
to the SB-ACVP [30], the proposed DS-ACVP algorithm i%/v
derived by using a bipolar sigmoid function to support th
adjustment of3; (n), i.e.,

ai(n+1) = ai(n) + Vf[T(n)] (24)

ith f[['(n)] denoting some arbitrary utility function that is
gtrictly increasing with the instantaneous SINRn). As in
[30], we choose the natural logarithm function to represent

Bi(n) = pylai(n)] (18) such a utility function, i.e.,

3
2
2

wherey is a parameter that specifies the rangesgfn), and f[f(n)] _ llog wH(n)d(n)d"(
~[a1(n)] denotes the bipolar sigmoid function, which is given 2 wH(n)z(n)zH(
by

(25)

z
z
z

B 2 _q (19) This function is strictly increasing iﬂf“(n) and allows easy
T 14 e computation of the gradiet f[I'(n)] in (24). Then, assuming
thata; (n) is updated after obtaining (n+1), (24) is rewritten

Yaa(n)]

with —oo < ay(n) < co. One notices from (19) that, (n)

can assume both positive and negative values, which may

infer that the bipolar sigmoid function is an inappropriate RelaP (n)d(n)d" 1

choice, since3; (n) is defined as a negative coefficient in both «;(n + 1) = a;(n) + E[q’ J(rni)én) dHn);V(n ++ i])

AP-CSG and AP-QCSG algorithms. However, in cases where wh(n (n)d"(n)w(n
Re[q! (n)z(n)z" (n)w(n + 1)]

the SOI lies in the interference subspace, negative valties o _ (26)
B1(n) significantly reduce the projection of(n) onto the wH(n +1)z(n)z" (n)w(n + 1)

SOl subspace. Thus, a positive valuein) improves the .

SINR performance in these cases, preventirig) from being with

steered toward the null space of the SOI. With respect to qi(n) = w (27)
Ba(n), the strategy considered here is to use a positive range dai(n)

for its values, sinc&s(n) lies in the SOI subspace [30]. Then

. ~ Next, substituti 23) into (27), and idering that
as in the SB-ACVP (see Table 1), the proposed aIgonthmeX substituting (23) into (27), and considering tha

adjustsf,(n) according to Oeu(n)] 1 )
— v = 5{l =7 [ca(n)]} (28)
Ba(n) = polaz(n)] (20) dai(n) 2
where 1 ™ pefaatn)
dlas(n)] (21) S _ (1 - flaa(m)}dlaa(m)]  (29)

T lfecm Oaz(n)

denotes the unipolar sigmoid function. Regardifign), the
proposed algorithm takes into account the contribution
v3(n) in (17). Such a vector becomes more significant in 1 z(n)z" (n)

(17) as the projection ofi(n) onto the interference subspace ~ d1(72) = 5 {1 — 72[0[1(”)]}7”471)”2 w(n) (30)
increases. This characteristic ©f(n) is considered by the

SB-ACVP algorithm to adjusfz(n) in such a way thaw(n) and

is not steered toward the null space of the SOI [30]. On the (m)d (n)

other hand, the additional degree of freedom provided by th _ 1— d(n)d"(n 31
bipolar sigmoid function in (18) allows neglecting;(n) in () = udloz(m{1 ~ dfoz(m)]) d(n)|? win). 1)
(17) without loss of algorithm performance. Thus, aiming to _ . _

reduce the computational complexity, the proposed DS-ACVNnally, as in the SB-ACVP algorithm, the resultingn + 1)

qfl(n) andqs(n) are written as follows:
0

algorithm is derived considering is normalized aiming to avoid an unlimited growth|pk || that
may arise from the vector summation present in the rightthan
Bs(n) =0 Vn. (22)  side of (23).

The proposed DS-ACVP algorithm is summarized in Table
Regarding the computational complexity, Table 11| prats

the number of real operations per iteration required by the
algorithms considered in this paper. The first two terms of

Now, aiming to obtain the beamforming vector, we substh
tute (18)-(22) into (17) and eliminate the expected valeenfr
the resulting expression, leading to

2(n)z" (n) the Taylor series expansion are considered to obtain the
w(n+1) = w(n) + pylar (n)] =5~ W(n) computational load of the sigmoid functions given by (19 an
[lz(n)] " (21). From Table Ill, we verify that the proposed algorithm
+M¢[a2(n)]d(”)d (")W(n)_ (23) Vields a smaller complexity than both ICSG and SB-ACVP
|[d(n)[|? algorithms.
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TABLE Il
SUMMARY OF THE DS-ACVP ALGORITHM

Initialize w(0), a1 (0) and a2(0)

Do forn=1,2,3...

Ylea(n)] = ﬁ -1, d’[o‘;(”)] = T}am)
w'(n) = w(n) + uv[m(n)]ww(n)
+tfan(n) S )
)
an(n) = 1= fos (] L0 ()
d(n)dH(n)

q2(n) = p{1 — dlaz(n)]}g[az(n)] w(n)

d(n)]|?

Do fori=1,2

Relq}'(n)d(n)d" (n)w' ()]
wH(n)d(n)d" (n)w’(n

_Régi (n)z(n)z" (n)w’ (n)]
wH(n)z(n)z" (n)w’(n)

ai(n+1) = ai(n) +

w'(n)

vt = o

TABLE Il
COMPUTATIONAL LOAD FOR K ANTENNAS

Number of real operations per iteration
Algorithm
g Multiplications| Additions | Divisions Square
roots
ICSG [26] 66K + 34 52K — 8 5 1
AP-CSG [28] 28K +6 24K — 4 2 1
AP-QCSG [29] 30K + 37 28K +5 3 2
SB-ACVP [30]| 46K + 77 |38K + 22 5 1
DS-ACVP 40K +57 |34K + 14 5 1
(proposed)

V. SIMULATION RESULTS

signals arriving at the BS is fixed in 30 dB for the SOI and
20 dB for the interfering signals (coming from co-channel
cells). Moreover, a Rayleigh channel with= 12 independent
fading paths is considered, giving rise to an angle spread of
5° around the angle of arrival of each user.

With respect to the figures of merit considered in the
simulations, we evaluate the SINR [given by (7)] during the
iterative process and the radiation pattern in the lashtfitm
of the corresponding algorithm. In addition, the sigmoiddu
tion curves related to the DS-ACVP algorithm are presented
aiming to verify the effectiveness of the proposed apprdach
adjusting the combination coefficients. All curves are otad
by averaging the Monte Carlo runs.

B. Experimental results

Example 1 In this example, we assess the performance of
the beamforming algorithms in a scenario with low interfer-
ence levels, in which the DOA of the SOl is quite different
from the DOASs of the interfering signals. The scenario cstssi
of a SOI located at)° and two interfering signals located
at 30° and —30°. The results of this example are shown in
Fig. 1. From the SINR results presented in Fig. 1(a), one
can notice that the proposed DS-ACVP algorithm outperforms
the ICSG, AP-CSG, and AP-QCSG algorithms. Moreover,
the DS-ACVP provides faster convergence rate and similar
steady-state SINR as compared with the SB-ACVP algorithm.
The radiation patterns illustrated in Fig. 1(b) show thathbo
SB-ACVP and DS-ACVP algorithms exhibit the best tradeoff
between the gain in the SOI direction (indicated dyand
the attenuation in the direction of the interferers (intBckby
x). In addition, the curves corresponding to the evolution of
vla1(n)] and ¢[az(n)] are shown in Fig. 1(c). One observes
from these curves that the unipolar sigmoid functigias (n)]
grows at the initial transient phase aiming to increase the
projection ofw(n) onto the SOI subspace. Hereafiglkyo (n)]
and~[aq(n)] are decreased down to their lower bounds, thus
steeringw (n) towards the null space of the interfering signals.
Such a behavior ratifies the effectiveness of the proposed
strategy for obtaining coefficient$; (n) and 32(n).

In this section, Monte Carlo (MC) simulations (obtained Example 2 In this second example, the SOI and one
from 200 independent runs) are presented to assess and doiesferer arrive at the BS with nearby angles-of-arrivays
pare the performance of the ICSG, AP-CSG, AP-QCSG, SBllowing to assess the spatial filtering capability of thgoal
ACVP, and DS-ACVP (proposed) algorithms. It is importaniithms. In such a scenario, the SOI is locatedt&t and the
to highlight that the algorithms considered here do notirequtwo interfering signals are located 41° and50°. The curves
estimating the DOA, the input autocorrelation matrix amd/@btained in this example are depicted in Fig. 2. From the SINR

the CSI.

A. Simulation setup, parameters, and figures of merit

results shown in Fig. 2(a), one notices that the steade-stat
SINR levels achieved by all algorithms are lower than those
of the previous example, which is due to the proximity of the
involved signals. Nevertheless, the proposed DS-ACVPslead

All simulation scenarios considered here use a linear arr@yhigher SINR levels as compared with the other algorithms
with K = 8 omnidirectional antennas uniformly spacedonsidered here. The radiation patterns presented in fiy. 2

by half a wavelength. The step-size parameters are choséso confirm a better performance of the proposed algorithm.
aiming to provide the best performance for all algorithmsn addition, as compared with the results obtained in Exam-
and the beamforming vectors are initialized with = ple 1, one observes from Fig. 2(c) thety, (n)] takes longer

1 0 O]T, which corresponds to an omnidirectionato achieve its lower bound antl«s(n)] does not reach zero.
radiation pattern over the azimuth plane. In all simuladionThis behavior confirms the proper operation of the proposed
the normalized power (relative to the noise power) of thalgorithm, sincev,(n) contains vector components that lie in
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the SOI subspace (due to the SOl-interferer proximity) andS0OI and of the new interfering signal.
higher contribution o7, (n) has been taking into account for Example 6 In this last example, we consider a scenario
preventing SOI suppression. with high interference levels where the number of intenfere
Example 3 In this example, we consider a scenario withs larger than the number of antennas. This is a challenging
high interference levels in which the SOI and one interfergeenario, since the number of antennas is insufficient toepla
arrive at the BS with the same DOA. Specifically, the SQiulls in the direction of the interfering signals, if. < M —1
and the first interfering signal are located-aB0°, whereas [1]. We assume here a SOI locatedtaf and nine interferers
the second interferer is located 3°. This is a challenging located at—90°, —70°, —50°, —30°, 0°, 30°, 60°, 80°, and
scenario due to the intersection between the subspacesezpan(°. The results of this example are illustrated in Fig. 6. As
by the involved signals. Therefore, any unbalanced beha¥io shown in Fig. 6(a), the proposed DS-ACVP algorithm provides
the beamforming algorithm [26] results in the suppressibn ehe best SINR performance among the algorithms assessed
the SOI. The results of this example are illustrated in FiASS in this example. The resulting radiation patterns, presgnt
shown in Figs. 3(a) and (b), all algorithms lead to the same Fig. 6(b), corroborate the steady-state SINR achieved by
steady-state SINR levels and present very similar radiatithe beamforming algorithms. In addition, the evolution fué t
patterns. Such a result indicates that the proposed aigoritsigmoid functions shown in Fig. 6(c) illustrates the dynami
in severe conditions prevents SOI suppression as is donedeljustment of3, (n) and 3x(n) provided by the proposed DS-
SB-ACVP and CSG-type algorithms. The sigmoid functiodCVP algorithm.
curves shown in Fig. 3(c) confirm that the combination coeffi-
cients are adjusted aiming to attenuate the interferetsowit
reducing the gain in the SOI direction. C. Discussion
Example 4 The aim of this example is to verify the tracking
capability of the algorithms. The scenario is composed of anThe examples presented in this section show that the pro-
SOl located at60°, and two interferers arriving with DOAs posed DS-ACVP outperforms the CSG-type algorithms and
of 60° and —60°. Then, after 400 iterations, the DOA ofcan provide equal or higher SINR than the SB-ACVP algo-
the SOI is changed t80°. After this change, the increaserithm. In particular, Example 1 shows that both SB-ACVP and
of the difference between the DOAs allows enhancing tHgS-ACVP achieve considerably higher SINR levels as com-
SINR at the array output. This behavior is noticed in Fig. gared with the CSG-type algorithms. Example 2 verifies the
in which the curves of SINR presented in Fig. 4(a) confirrability of the proposed DS-ACVP to suppress interference in
that both SB-ACVP and DS-ACVP outperform the CSG-typscenarios where the SOI is close to an interfering signak th
algorithms after changing the SOI direction. Figs. 4(b) &)d outperforming all considered algorithms. Example 3 cordirm
show the radiation patterns at iteration= 400 (immediately that the strategy used to adjust the combination coeffigient
before changing the DOA) and iteration= 800, illustrating does not result in an unbalanced behavior of the proposed
the tracking capability of the algorithms considered héme. DS-ACVP algorithm, which maintains a sufficient gain toward
addition, one notices from Fig. 4(d) that the valuesf; (n)] the SOI even when there is an interference located at this
and¢[az(n)] are properly adjusted before and after changirgame direction. Example 4 shows that the proposed DS-ACVP
the SOI direction. performs well in nonstationary scenarios and is capable of
Example 5In this example, we consider a scenario in whictracking variations in the DOA of the SOI. Example 5 corrob-
an additional interferer is added after the convergenc&ef torates the effectiveness of the proposed approach to adju
algorithms. Specifically, the scenario is initialized walsOIl  the beamforming vector, aiming to suppress the third isterf
located at45° and three interferers located aB0°, 0°, and added after the convergence. Finally, we verify in Example 6
80°. Then, after 750 iterations, another interfering signal that the proposed algorithm is effective to improve the SINR
added at60°. Such an interferer acts as a disturbance in the scenarios with high interference levels, outperforming
convergence process, allowing to test both stability arapted competing algorithms considered here.
ability of the algorithms. The ICSG algorithm is not inclute
in this example, since it has been originally formulated for
scenarios with two interferers. The curves obtained in this VI. CONCLUDING REMARKS
example are depicted in Fig. 5. One observes from Fig. 5(a)
that the algorithms based on the ACVP framework outperformIn this paper a new beamforming algorithm was introduced
the CSG-type algorithms considered in this example. As colmased on the ACVP framework discussed in [30]. Such
pared with the SB-ACVP, the proposed DS-ACVP achievesaam algorithm, called DS-ACVP, considers both unipolar and
slightly larger SINR before the iteration= 750 and provides bipolar sigmoid functions for controlling the excursiontbe
a faster convergence rate after adding the fourth intarfereombination coefficients involved in the ACVP framework.
The radiation patterns shown in Figs. 5(b) and (c) confirmhis strategy allows reducing the number of vector projec-
better performance of the proposed algorithm. Moreover, ttions required in the beamforming update. As a result, the
curves ofy[a(n)] and ¢las(n)] presented in Fig. 5(d) point proposed DS-ACVP algorithm presents a lower computational
out that the interferer addedmat= 750 has no influence on the complexity than the SB-ACVP algorithm, while maintaining a
adjustment of the combination coefficients. Such a behasiorcompeting SINR for performance. Computer results confirmed
expected due to the large difference between the DOA of thiee effectiveness of the proposed algorithm.
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Fig. 1. Example 1. (a) SINR comparison. (b) Radiation patmsmparison. (c) Mean behavior of the sigmoid functioria(n)] and ¢[az(n)] used by

the proposed DS-ACVP algorithm.
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the proposed DS-ACVP algorithm.
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