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Abstract—The requirements of fifth-generation (5G) mobile communications include services with low delay and high throughput. Network densification is pointed to as a promising method to increase the network capacity. However, this solution brings new problems, such as the fast variation in traffic demands among access nodes (ANs) and between uplink and downlink, leading to high delays. To solve the traffic issues in dense networks, dynamic time division duplex (DTDD) is pointed as a possible solution. This strategy creates a new kind of interference between ANs and user equipments (UEs) called cross-interference. Therefore, obtaining channel state information (CSI) of cross-interference channels is essential for implementing interference mitigation methods, such as interference alignment, coordinated beamforming, resource schedulers, among others. Hence, this work proposes methods to estimate the intended and interfering channels based on sounding reference signal (SRS) and/or demodulation reference signal (DMRS). A coordinated scheme is developed to assign sounding signals in the network and reduce the interference perceived during the channel sounding, which improves the channel estimation quality. Furthermore, a refined successive interference cancellation (SIC) algorithm is proposed for estimating the channel. To assess system performance, a zero-forcing beamforming algorithm has been developed based on the CSI acquired with the proposed methods. This algorithm handles the degrees of freedom issues when ANs are operating in opposite directions. The numerical results show that the improved channel quality provided by the proposed estimation algorithm increases network capacity.

Index Terms—Dynamic TDD, Interference Management, Channel Sounding.

I. INTRODUCTION

Due to the densification of communication networks and the advent of smaller cells, interference is often the main problem to be overcome [1]. The access nodes (ANs) can perform effective interference mitigation, such as smart scheduling and/or coordinated beamforming, if they consider some channel state information (CSI) from the intended and interfering channels.

In general, mobile networks operate in half-duplex separating the uplink/downlink transmissions through frequency division duplex (FDD) or time division duplex (TDD). In FDD, different bands of spectrum are allocated for uplink and downlink transmission at the same time, while in TDD the same spectrum is used for both transmission directions in different time slots. Therefore, TDD can exploit the complete bandwidth available to each direction and accommodate downlink/uplink traffic asymmetry by shrinking the transmission time of each direction following traffic demands.

In dense networks, the downlink/uplink instantaneous traffic demands have fast fluctuation due to the small number of user equipments (UEs) associated with each AN. In static TDD, the ANs follow some set of pre-defined uplink/downlink subframe configurations, where all ANs in the network follow the same configuration [2]. In this method, some ANs may operate in an unsuitable uplink/downlink proportion, thus increasing network latency. In dynamic time division duplex (DTDD), each AN is independent to decide the uplink/downlink directions to accommodate its traffic demands. Therefore, DTDD can improve spectrum usage and reduce network latency.

Due to the flexibility of neighbor ANs operating in different transmission directions (downlink or uplink) at the same time in DTDD systems, mitigating interference is even more important. There are two types of interference in a DTDD network: the co-channel interference which comes from transmissions in the same link direction, and the cross-channel interference, from transmissions in opposite link directions. The interference coming from those different types of sources in DTDD systems complicates obtaining the CSI, due to the interfering sounding signals sent by other ANs and their UEs.

A typical DTDD scenario is shown in Figure 1, where one cell is in the downlink direction and the other cell is in the uplink direction, each cell serving one UE.

The sounding reference signal (SRS) and demodulation reference signal (DMRS) are important reference signals in long term evolution (LTE) systems [3], as well as in fifth-generation (5G) systems [4]. These sounding signals are based on constant amplitude zero autocorrelation (CAZAC) sequences, which are

![Figure 1. Typical DTDD scenario.](image-url)
generated as described in [4]. The main goal of SRS is to allow the AN to estimate the uplink channel in frequency resources unused by the UE, to support channel dependent resource scheduling. On the other hand, the DMRS is sent jointly with data in scheduled frequency resources to support coherent demodulation. Both signals are used to get CSI and they are the focus of this work.

Considering a TDD system, where channel reciprocity can be assumed, the SRS also allows the AN to make better decisions for the downlink channel. One such example is using the SRS sequences sent by the UEs from different ANs to infer how much interference an AN would cause to unintended UEs, as demonstrated in [5]. Based on this information, the ANs can design beamforming, scheduling, and power allocation to reduce the overall interference in the system.

There are many proposals in the literature to improve channel estimation quality or functionalities of the network using SRS. In [6], the SRS is used to estimate the UE to UE channel to detect potential candidates for performing device-to-device communication. In [7], SRS is used to estimate the path loss and relative channel status to aid downlink scheduling in TDD systems. In [8] and [9] methods to handle the limited number of orthogonal SRS sequences in a massive multiple-input multiple-output (MIMO) scenario are proposed. In [8] the authors proposed to create groups of UEs with high correlated channels in a massive MIMO scenario. Therefore, the use of orthogonal SRS sequences can be reduced since it is not necessary to sound the channels of all UEs in a group to acquire CSI. In [9], the authors proposed a dynamic reuse method to assign the orthogonal SRS sequences in a massive MIMO network reducing pilot contamination.

When considering the knowledge of interfering channels it becomes possible to efficiently calculate precoders and decoders to mitigate the interference. Many works in the literature consider such knowledge to design transceivers to control the co-channel and cross-channel interference in DTDD networks [10]–[13]. This represents a practical issue since SRS and DMRS were not originally designed to estimate the cross-channels.

In [5], [14], [15], methods to mitigate the inter-cell interference using SRS to acquire interfering CSI are evaluated. In [14], a weighted sum rate optimization problem is proposed to design precoders based on uplink sounding signals and channel reciprocity. The authors consider that all ANs in the network know the sounding signals sent by UEs in an uplink transmission and use this information to get the CSI for all UEs in the network. However, the authors did not show results concerning the channel estimation quality of the employed methods, so that the CSI reliability cannot be verified for a practical system. In [15] the authors propose a decentralized solution for downlink interference mitigation that explores the channel reciprocity in a TDD network. In the proposed method, base stations estimate the interference covariance matrix obtained from a preceding version of SRS transmitted in the uplink. For this, the authors consider that all UEs are transmitting at the same time. The main drawback of this approach is the added overhead in the system. To mitigate the overhead problems, the authors in [5] analyze a method where UEs precode the SRS to inform their own ANs and interfering ANs the desired subspace for the received signal. The subspace selection and precoded sounding made by UEs is based on the interference from a previous downlink transmission or on the CSI of the intended channel, which can reduce the overhead in the network.

In this work, we investigate the quality of channel estimation using a proposed refined successive interference cancellation (SIC) algorithm, as well as a coordinated sounding signal assignment for DTDD systems. To the best of our knowledge there is no previous study of sounding and channel estimation for DTDD systems. Our proposals are based on new radio (NR) channel sounding and could also be applied to LTE legacy networks. The main contributions of this work are:

1) A refined SIC algorithm that can significantly improve the quality of the estimated channels in a multi-cell network and allow estimating the interfering channels;
2) A method to coordinate the reference sounding signal assignment among ANs to improve the channel estimation quality and reduce the complexity of the channel estimation.

The rest of this paper is organized as follows. Section II describes the system model for the DTDD scenario, as well as the signal-to-interference-plus-noise ratio (SINR) model considered in this work. Section III describes the proposed and adopted channel estimation methods. In Section IV the sounding signal assignment algorithms are described. The zero-forcing beamforming is presented in Section V. Section VI shows some simulation results and demonstrates the channel estimation quality considering the capacity gains with the proposed methods. Finally, Section VII presents the main conclusions of this work.

In this article the following notation is adopted: Upper/lower boldface letters are used for matrices/vectors. The operators $(.)^\top$, $(\cdot)^\mathsf{H}$ and $|\cdot|$ indicate, respectively, the transpose, complex conjugate transpose, and absolute value of the corresponding argument. The indexes $m$ and $p$ are used for different ANs. Similarly, the indexes $k$ and $b$ denote different UEs. The symbol $\leftarrow$ represents uplink direction and is used to distinguish between uplink and downlink precoders, decoders and channels.

II. System Model

In this work, we consider a cooperative cluster with $M$ ANs, where the $m$th AN is serving a set of $\mathcal{K}_m$ UEs. The cooperative cluster works in DTDD mode, where each cell can operate either in uplink or in downlink direction.

The system model is a multi-user (MU)-MIMO scenario, where UE $k \in \mathcal{K}_m$ has $N_k$ antennas and the AN $m$ has $N_m$ antennas. In a given AN, multiple UEs can transmit/receive signals at the same time, which are separated through space division multiple access (SDMA).

The interfering channels are often weaker than the desired channel and thus suffer heavy interference from the desired channel during the channel estimation.
Let $\mathcal{U}$ denote the set of ANs in the uplink and $\mathcal{D}$ the set of ANs in the downlink. The signal received by an AN $m$ in the uplink direction is given by:

$$
y_m = \sum_{k \in \mathcal{K}_m} \bar{\mathbf{H}}_{m,(m,k)} \bar{\mathbf{W}}_{m,k} \mathbf{x}_{m,k} + \mathbf{n}_m$$

Intended Signal

$$
\sum_{p \in \mathcal{U}(m,b) \in \mathcal{K}_p} \bar{\mathbf{H}}_{p,(p,b)} \bar{\mathbf{W}}_{p,b} \mathbf{x}_{p,b} + \mathbf{n}_m$

Co-Channel Interference (from downlink ANs)

$$
\sum_{p \in \mathcal{D}(m,b) \in \mathcal{K}_p} \mathbf{H}_{m,p} \mathbf{W}_{p,b} \mathbf{x}_{p,b},
$$

additive noise

where $\mathbf{n}_m \sim \mathcal{CN}(0, \sigma^2)$ denotes the additive noise at AN $m$ with zero mean and variance $\sigma^2$ and $\bar{\mathbf{H}}_{m,(m,k)}$ is the uplink channel matrix from UE $k \in \mathcal{K}_m$ to AN $m$ (that is, from UE $k$ served by AN $b$ to AN $m$), which has dimension $N_a \times N_b$. The $\mathbf{H}_{m,p}$ term denotes a cross-channel matrix from AN $p$ to AN $m$, which has dimension $N_m \times N_p$. The matrix $\bar{\mathbf{W}}_{m,k}$ is the uplink precoder used by UE $k \in \mathcal{K}_m$ to send a signal vector $\mathbf{x}_{m,k}$. The precoder has dimension $N_b \times d_k$, where $d_k$ is the number of transmit streams, and the signal vector has dimension $d_k \times 1$. Similarly, the downlink precoder $\mathbf{W}_{p,k}$ is used by the $p$th AN to send the signal vector $\mathbf{x}_{p,k}$ to a UE $k \in \mathcal{K}_p$. In this case, the precoder dimension is $N_p \times d_k$ and the signal vector has dimension $d_k \times 1$.

The signal received in the downlink direction by a UE $k \in \mathcal{K}_m$ is given by:

$$
y_{m,k} = \mathbf{H}_{m,(m,k)} \mathbf{W}_{m,k} \mathbf{x}_{m,k} + \sum_{b \in \mathcal{K}_m} \mathbf{H}_{m,(m,b)} \mathbf{W}_{m,b} \mathbf{x}_{m,b} + \sum_{p \in \mathcal{D}(m,b) \in \mathcal{K}_p} \mathbf{H}_{p,(p,b)} \mathbf{W}_{p,b} \mathbf{x}_{p,b} + \mathbf{n}_{m,k}
$$

Intended Signal

$$
\sum_{p \in \mathcal{D}(m,b) \in \mathcal{K}_p} \mathbf{H}_{p,(p,b)} \mathbf{W}_{p,b} \mathbf{x}_{p,b},
$$

additive noise

where $\mathbf{n}_{m,k} \sim \mathcal{CN}(0, \sigma^2)$ denotes the additive noise at UE $k$ and $\mathbf{H}_{m,(m,k),(p,b)}$ is the channel between UE $k \in \mathcal{K}_m$ and UE $p \in \mathcal{K}_p$. Each column of the transmission matrices $\mathbf{W}_{m,k}$ and $\bar{\mathbf{W}}_{m,k}$ are transmission vectors of the corresponding streams.

Let $\tilde{\mathbf{W}}_{m,k}$ and $\bar{\mathbf{W}}_{m,k}$ be the transmission vectors of stream $q$ of UE $k \in \mathcal{K}_m$ in the downlink and uplink direction. Let the vectors $\mathbf{u}_{m,k}$ and $\tilde{\mathbf{u}}_{m,k}$ be the receive filters of stream $q$ of UE $k \in \mathcal{K}_m$ in the downlink and uplink direction, respectively.

The uplink SINR is then given by:

$$
\gamma_{m,k} = \frac{\mathbf{u}_{m,k}^H \bar{\mathbf{H}}_{m,(m,k)} \tilde{\mathbf{u}}_{m,k}}{\mathbf{n}_{m,k}^H \bar{\mathbf{H}}_{m,(m,k)} \tilde{\mathbf{u}}_{m,k}},
$$

where the matrix $\bar{\mathbf{B}}_{m,k}^{(q)}$ is the uplink interference plus noise matrix given by:

$$
\bar{\mathbf{B}}_{m,k}^{(q)} = \sum_{b \in \mathcal{K}_m} \bar{\mathbf{H}}_{m,(m,b)} \tilde{\mathbf{W}}_{m,b}^H \tilde{\mathbf{W}}_{m,b} + \mathbf{n}_{m,k}.$$

Intended Signal

$$
\sum_{b \in \mathcal{K}_m \setminus k} \bar{\mathbf{H}}_{m,(m,b)} \tilde{\mathbf{W}}_{m,b}^H \mathbf{W}_{m,b} \mathbf{x}_{m,b} + \mathbf{n}_{m,k}
$$

Inter-Layer Interference

$$
\sum_{b \in \mathcal{K}_m \setminus k} \bar{\mathbf{H}}_{m,(m,b)} \tilde{\mathbf{W}}_{m,b}^H \mathbf{H}_{m,(m,b)} + \mathbf{n}_{m,k}
$$

Intra-Layer Interference

where $\mathbf{n}_{m,k}$ representing the noise power at AN $m$.

Similarly, the downlink SINR of a stream $q$ of a UE $k \in \mathcal{K}_m$ is given by:

$$
\gamma_{m,k}^{(q)} = \frac{\mathbf{u}_{m,k}^H \mathbf{H}_{m,(m,k)} \mathbf{u}_{m,k}}{\mathbf{n}_{m,k}^H \mathbf{H}_{m,(m,k)} \mathbf{u}_{m,k} + \mathbf{B}_{m,k}^{(q)}},
$$

where the downlink interference plus noise matrix of a stream $q$ of an AN $k \in \mathcal{K}_m$ is defined as:

$$
\mathbf{B}_{m,k}^{(q)} = \sigma^2 \mathbf{I}_{N_m} + \sum_{b \in \mathcal{K}_m} \mathbf{H}_{m,(m,b)} \mathbf{W}_{m,b}^H \mathbf{W}_{m,b} + \mathbf{n}_{m,k}.$$

Intended Signal

$$
\sum_{b \in \mathcal{K}_m \setminus k} \mathbf{H}_{m,(m,b)} \mathbf{W}_{m,b}^H \mathbf{W}_{m,b} + \mathbf{n}_{m,k}
$$

Inter-Layer Interference

$$
\sum_{b \in \mathcal{K}_m \setminus k} \mathbf{H}_{m,(m,b)} \mathbf{W}_{m,b}^H \mathbf{H}_{m,(m,b)} + \mathbf{n}_{m,k}
$$

Intra-Layer Interference

$$
\sum_{b \in \mathcal{K}_m \setminus k} \mathbf{H}_{m,(m,b)} \mathbf{W}_{m,b}^H \mathbf{H}_{m,(m,b)} + \mathbf{n}_{m,k}
$$

Inter-Layer Interference

with $\sigma_k$ representing the noise power at user $k$. Note that the SINRs described in (3) and (5) are dependent on receiving filters and interfering/intended precoders. Therefore, proper channel estimation of the interferers is important in spatial filter design.

In the next section, we present a new channel estimation method using standard LTE and NR signals for a DTDD scenario where the interfering channels can also be estimated.
III. THE ITERATIVE SIC ALGORITHM

In this section, we describe the proposed iterative SIC algorithm which improves a channel estimation algorithm from the literature [5], [16]. The original algorithm in [16] takes advantage of the orthogonal frequency division multiplexing (OFDM) structure and the CAZAC properties of the reference sequences to separate the channel impulse response (CIR) of the different layers (from the same UE and/or different UEs).

For illustration purposes, let us employ SRS sequences, considering that the process is similar when DMRS sequences are employed. SRS and DMRS are defined in long term evolution - advanced (LTE-A) and NR standards [3], [4]. An SRS sequence $r_u^{(α)}(n)$ is defined by a cyclic shift (CS) $α$ of a base sequence $F_u(n)$ according to

$$r_u^{(α)}(n) = e^{jαn} F_u(n), \quad 0 \leq n < \text{EZC},$$

where EZC is the length of the reference signal. The base sequence is defined as a cyclic extension of a Zadoff-Chu sequence [17], that is

$$F_u(n) = x_q(n \mod N_{ZC}), \quad 0 \leq n < N_{ZC},$$

$$x_q(l) = e^{\frac{j\pi q m}{N_{ZC}}}, \quad 0 \leq m < N_{ZC} - 1,$$

where $x_q(l)$ is the $q$th root Zadoff-Chu sequence and $N_{ZC}$ is the size of the original Zadoff-Chu sequence, given by the largest prime number such that $N_{ZC} < \text{EZC}$. The CS value $α$ is given by $α = 2\pi n_{cs}/N_{cs}$ where $N_{cs}$ is the total number of cyclic shifts and $n_{cs}$ can assume (integer) values from 0 to $N_{cs} - 1$. In 5G NR it is possible to consider 8 or 12 cyclic shifts for SRS in accordance with the number of comb patterns [4], thus, there are $N_{cs}$ possible values of $α$ in total, represented by the small numbers inside the circle in Figure 2. However, not necessarily all possible values for $n_{cs}$ will be used, with the channel memory limiting which $n_{cs}$ values can be employed. As an example, consider a case where four reference sequences, which share the same root sequence but have different $α$ values ($α_0, α_1, α_2$ and $α_3$), were sent. If we multiply the received signal by the conjugate of the root sequence we get a concatenation of the CIRs, as depicted in Figure 2 with the solid lines. If an additional sequence were sent with an $α$ value obtained with $n_{cs} = 1$ we would get the dashed CIR in Figure 2, which would interfere with CIR0 and CIR1 during the channel estimation. On the other hand, if the channel memory was smaller, we would be able to use all cyclic shifts for the same root sequence and still completely separate the CIRs. At last, note that any reference signal using a different root sequence would cause interference in all CIRs in Figure 2, independently of the employed cyclic shift.

In summary, to estimate the channel from a UE, the AN needs to multiply element-wise the received signal in the frequency domain by the conjugate of the UE’s reference signal. Afterward, it must apply an inverse fast Fourier transform (IFFT) to go to the time domain and obtain the concatenated CIR of all UE layers. Then, it can zero out any component above some delay (the expected channel memory) and apply a fast Fourier transform (FFT) to get the estimated channel in the frequency domain.

When multiple reference signals are sent that do not share the same root sequence, then interference in the channel estimation process is inevitable. One way to mitigate this interference is through a successive interference cancellation approach, where any previously detected signal’s contribution is removed from the received signal such that subsequent detection has less interference. One problem that can happen with a successive interference cancellation approach is the error propagation, which occurs if a signal is wrongly detected and then subtracted to remove its contribution. If a signal is wrongly detected then the removal of its contribution from the total received signal is also incorrect and, instead of having less interference after the removal, the remaining total signal is now distorted. To mitigate this problem, one should first detect the strongest signal, remove its contribution, detect the next strongest signal, and so on. The SIC algorithm is summarized in Algorithm 1.

![Figure 2. Cyclic Shifts](image)

**Algorithm 1 SIC channel estimation for a given AN $j$.**

1: Create a pool $I$ of channel links to estimate: $i \in I \forall i$
2: repeat
3: Estimate all channel links in $I$ independently using the previously described regular channel estimation [5], [16]
4: Select the estimated channel link $i^* \in I$ that has the largest norm
5: Remove the link $i^*$ component (the estimated channel times the corresponding reference signal) from the received signal
6: Remove $i^*$ from $I$
7: until $I$ is empty

In Algorithm 1 the problem of error propagation is reduced, but a remaining problem is that the first signals suffer from more interference than the last signals, since more interference has been removed when the later signals are detected. To improve this we have proposed an iterative SIC algorithm, where after detecting all signals as described in Algorithm 1 we “re-detect” all signals again in the same order. The “re-detection” of the signals is performed digitally considering the already received signals. That means that we can detect all signals again, but since we have an initial estimation for all channels we can remove the contribution from all signals except the desired one from the received signal. The iterative algorithm is summarized in Algorithm 2.

**The desired UE’s signal is always the first one since we multiplied the received signal by that UE’s sequence.**
Algorithm 2 Refined SIC channel estimation for AN $j$.

1: Obtain an initial channel estimation with Algorithm 1 and save the order the channels were estimated in a list $\overline{o}$
2: repeat
3: Define the auxiliary list as $\overline{o} = o$
4: repeat
5: Select the first channel $i^*$ from the list $\overline{o}$ and remove the interfering signals of all other channels.
6: Update the estimated channel for the $i$'th link applying the regular channel estimation, but now with a received signal “free” from the interference of all other reference signals
7: Remove $i^*$ from the list $\overline{o}$
8: until The list is empty
9: until Convergence

In this work, we consider that the AN has enough computational resources to conclude all iterations of the algorithm before the next transmission time. Therefore, the proposed algorithm does not increase transmission latency. Since each iteration improves the quality of the estimated channels, it is also possible to perform fewer iterations to reduce complexity, if necessary, while still benefiting from the algorithm.

IV. Multi-Cell Reference Signals Assignment

The SRS and DMRS have the property that two sequences are orthogonal if they have both the same root sequence but different cyclic shifts. Furthermore, two sequences are also orthogonal if they employ different orthogonal cover codes (OCCs) (in the case of DMRS) or comb patterns (in the case of SRS). In this section, we present generic algorithms for DMRS and SRS sequence assignment. However, for simplicity only the algorithms for SRS are presented. Note that these signal distribution methods can be applied with DMRS as well, with the only change being that coordinating OCC allocation is performed instead of coordinating the comb pattern.

We have investigated the following methods to allocate the sounding sequences:

- **DMRS/SRS:** This method is similar to how the DMRS/SRS sequences are allocated in LTE-A [3] and NR [4]. In this approach, each AN has its root sequence and distributes the orthogonal signals (DMRS or SRS sequences corresponding to the root sequence with different comb patterns and cyclic shifts) without any coordination between neighbor cells. Each AN has its root sequences and distributes the cyclic shifts among its UE streams.

- **Coordinated-DMRS/SRS:** This method corresponds to the maximum coordination along with the network when allocating the sounding resources. The DMRS or SRS configuration aims at maximizing the number of interfering users allocated to the same root sequence, but with different comb patterns and cyclic shifts. That is, in this case, different ANs might employ the same root sequence and coordinate the allocation of different cyclic shifts/comb patterns to their UEs. Thus, this method leads to less interference than DMRS/SRS-LTE.

To avoid the impact of inter-layer interference, the allocation of the sounding sequences in the multi-stream case gives priority to orthogonalizing signals from the same UE. Let $c_{cs}$ be a vector containing all cyclic shifts to be applied to a root sequence, and $r_k$ a vector with root sequences available to AN $k$. The SRS method is described in Algorithm 3. In summary, the SRS varies the comb pattern index first, followed by the cyclic shift index of the same root sequence, and only then changes to a different root sequence.

Algorithm 3 SRS for a given AN $k$.

Require: $\sigma_k$, $r_k$

1: Initialize $cs\_count \leftarrow 1$ and $cp \leftarrow 1$
2: for $n \leftarrow 1$ to $\sigma_k$ do (Loop for each stream)
3: Allocate the first root sequence of $r_k$ to stream $n$
4: Allocate $c_{cs}[cs\_count]$ to stream $n$
5: Allocate $cp$ to stream $n$
6: if $cp = 1$ then (Go to second Comb Pattern)
7: $cp \leftarrow 2$
8: else (Go back to the first Comb Pattern)
9: $cp \leftarrow 1$
10: if $cs\_count < length(c_{cs})$ then
11: $cs\_count \leftarrow cs\_count + 1$
12: else
13: $cs\_count \leftarrow 1$
14: Remove the first root sequence of $r_k$
15: end if
16: end if
17: end for

The values $cs\_count$ and $cp$ are the cyclic shift counter and the comb pattern index to be allocated to stream $n$. The first step of the algorithm is the initialization of the cyclic shift and comb pattern, which will be allocated to the first stream. The loop from line 2 to line 17 allocates the sounding resource to all $\sigma_k$ streams of the UE in AN $k$. In steps 3 to 4 the current available sounding resource is allocated to stream $n$. Steps from 6 to 16 determine what is the next available sounding resource to be allocated to the next stream. If we are in the first comb pattern (from 2 available comb patterns), then just change the $cp$ to 2 while keeping the same root sequence and cyclic shift index. Otherwise, change $cp$ back to 1 (it would be 2 in this case) and change to the next available cyclic shift of the same root sequence. If we are already in the last cyclic shift of a root sequence, then change $cs\_count$ back to 1 and go to the next root sequence.

Note that the same cyclic shift is allocated two times consecutively so that the comb pattern is used to mitigate the intra-stream interference. The motivation is that the comb pattern orthogonalization is more robust to mitigate interference than different cyclic shifts, since the latter would not provide full orthogonalization if the channel delay spread is too large.

This algorithm is an extension of the algorithm used in LTE-A and NR to higher rank transmissions, considering that...
the highest transmission rank of the LTE-A pattern is of 4 streams.

At last, the fully-coordinated approach, Coordinated-SRS, coordinates the comb pattern, cyclic shift and root sequences distribution. Therefore, it is possible that more than one AN employs the same root sequence, but with different “cyclic shift/sec” pairs.

Let us consider a vector with all possible root sequences \( r = \{ r^1, r^2, \ldots, r^K \} \) and the number of orthogonal signals, \( \text{num}_\text{ort}_\text{sig} \), which can be generated from a root sequence (\( \text{num}_\text{ort}_\text{sig} \) being equal to the number of possible cyclic shifts/OCC combinations). The Coordinated-SRS approach is then described in Algorithm 4.

**Algorithm 4** Coordinated-SRS for the overall network.

Require: \( \sigma_k \) ∀\( k \) and \( r \)
1: Define \( \text{num}_\text{ort}_\text{sig} \leftarrow 2 \cdot \text{length}(e_k) \)
2: Initialize \( \text{ort}_\text{sig}_\text{count} \leftarrow 0 \)
3: Initialize \( \text{cp} \leftarrow 1 \)
4: Initialize \( \text{cs}_\text{count} \leftarrow 1 \)
5: for \( k \leftarrow 1 \) to \( K \) do \{Loop for each AN\}
6:   if \( \sigma_k > \text{num}_\text{ort}_\text{sig} - \text{ort}_\text{sig}_\text{count} \) then \{Use next root sequence if necessary\}
7:     Remove the first root sequence of \( r \)
8:   \( \text{cp} \leftarrow 1 \)
9:   \( \text{cs}_\text{count} \leftarrow 1 \)
10:  \( \text{ort}_\text{sig}_\text{count} \leftarrow 0 \)
11: end if
12: for \( n \leftarrow 1 \) to \( \sigma_k \) do \{Loop for each stream\}
13:   Allocate the first root sequence of \( r \) to stream \( n \)
14:   Allocate \( e_k[\text{cs}_\text{count}] \) to stream \( n \)
15:   Allocate \( \text{cp} \) to stream \( n \)
16:   \( \text{ort}_\text{sig}_\text{count} \leftarrow \text{ort}_\text{sig}_\text{count} + 1 \)
17:   if \( \text{cp} = 1 \) then
18:     \( \text{cp} \leftarrow 2 \)
19:   else
20:     \( \text{cp} \leftarrow 1 \)
21:   if \( \text{cs}_\text{count} < \text{length}(e_k) \) then
22:     \( \text{cs}_\text{count} \leftarrow \text{cs}_\text{count} + 1 \)
23:   else
24:     \( \text{cs}_\text{count} \leftarrow 1 \)
25:     Remove the first root sequence of \( r \)
26: end if
27: end if
28: end for
29: end for

The value of \( \text{num}_\text{ort}_\text{sig} \) corresponds to twice the number of cyclic prefixes, since we have two comb patterns. This is calculated in line 1 of Algorithm 4. Lines 2 to 4 then initialize the counters \( \text{ort}_\text{sig}_\text{count} \) being the number of orthogonal signals already allocated in the current root sequence. Afterwards, the loop from lines 5 to 29 allocates the sounding signals to each stream in the system.

To reduce the inter-layer interference, the Coordinated-SRS approach does not allocate signals generated from different root sequences to the same UE. Reference sequences generated from different root sequences are not fully orthogonalized even when they have different cyclic shifts. In Algorithm 4 this is performed from line 6 to line 11, where line 6 checks if the number of available orthogonal signals in the current root sequence is enough to serve all streams of UE \( k \).

V. BEAMFORMING FOR INTERFERENCE MITIGATION

By employing the channel estimation and reference signal assignment presented in Sections III and IV, the ANs in the uplink can estimate the channel between other ANs (in downlink) and UEs (in uplink).

The same estimation can be performed by UEs to get CSI between other UEs (in uplink) and ANs (in downlink), however, this estimation requires the UEs to know the reference signals sent in the cooperative cluster. The number of UE-to-UE cross-channels grows exponentially with the number of UEs in the cooperative network. Despite this, the cyclic shift and root sequence transmitted at each transmit time interval (TTI) must be shared among UEs, which may increase the network signaling, making it impractical for a realistic scenario. To reduce the signaling requirements, we consider in this work that the interference mitigation must be performed only for the ANs’ transmission, thus avoiding the extra signaling to UEs. This practical assumption means that UEs’ cross-interference will not be mitigated.

Note that the interfering UEs do not have a way to estimate the interfering channel. Therefore, the UEs take only the intended channel into account when choosing a suitable uplink beamforming filter. For that reason we consider the maximum ratio transmission (MRT), which maximizes the signal power at the receiver, as uplink precoder (performed by UEs). On the other hand, zero-forcing (ZF) based on singular value decomposition (SVD) is assumed as downlink precoder (performed by ANs). ZF is a well-known beamforming approach that nulls the interfering signals. While other beamforming methods may also fit in our proposed approach, maximizing the capacity through spatial filtering is not the focus of this work. Hence, ZF was chosen for the system-level evaluation.

In the scenario where there is some AN pair \( m \) in downlink and \( p \) in uplink with \( N_m \leq N_p \), there are not enough degrees of freedom to perform ZF. For this case, we have to create an equivalent channel between ANs with a lower channel matrix rank, based on the range space of UEs. This rank reduction is possible if \( N_k \in \mathcal{K}_p < N_m \), which is a reasonable assumption due to the increasing antennas trend of 5G systems.

In the following, we briefly describe the steps of Algorithm 5, which presents the DTDD ZF performed by each AN in the downlink.

In steps 1–2 of Algorithm 5, we compute the range space \( \mathbf{H}^{(1)}_{p,(p,b)} \) of each UE \( b \) in uplink to create an equivalent channel, \( \mathbf{H}_{m,(m,k)} \), between the AN \( m \) in downlink and AN \( p \).

Then, in the steps 3–7 we stack all interfering channels in the matrix \( \mathbf{H}_{m,(m,k)} \), which includes the equivalent channels created for uplink UEs, downlink UEs from different ANs and/or interfering UEs in the same cell \( m \).

In step 8 the interference null space of a UE \( k \in \mathcal{K}_m \), \( \mathbf{V}^{(0)}_{m,(m,k)} \), is then computed by performing an SVD of the stacked interfering channels \( \mathbf{H}_{m,(m,k)} \)
Algorithm 5: ZF for DTDD Networks performed by each $m \in \mathcal{D}$ and each $k \in \mathcal{K}_m$

1. Compute $\mathbf{V}_{p,(p,b)}^{(1)}$ from the SVD of $\mathbf{H}_{p,(p,b)} = \mathbf{U}_{(p,b)} \Sigma_{p,(p,b)} \mathbf{V}_{p,(p,b)}^{(0)} \mathbf{H}^\dagger$, $\forall b \in \mathcal{K}_p$ and $\forall p \in \mathcal{U}$
2. Compute the equivalent channel $\mathbf{H}_{m,(p,b)} = \mathbf{H}_{m,p} \mathbf{V}_{p,(p,b)}^{(1)}$, $\forall b \in \mathcal{K}_p$ and $\forall p \in \mathcal{U}$
3. Define $\mathbf{H}_{m,p} = \begin{bmatrix} \mathbf{H}_{m,(p,1)} & \cdots & \mathbf{H}_{m,(p,|\mathcal{K}_p|)} \end{bmatrix}$, $\forall p \in \mathcal{U}$
4. Define $\mathbf{H}_m = \begin{bmatrix} \mathbf{H}_{m,1} & \cdots & \mathbf{H}_{m,|\mathcal{U}|} \end{bmatrix}$
5. Define $\mathbf{Z}_{m,(m,k)}$ as the concatenation of $\mathbf{H}_{m,(m,b)}$, $\forall b \in \mathcal{K}_m$, and $k \neq b$
6. Define $\mathbf{T}_m$ as the concatenation of $\mathbf{H}_{m,(p,b)}$, $\forall b \in \mathcal{K}_p$, $\forall p \in \mathcal{D}$ and $p \neq m$
7. Define $\mathbf{H}_{m,(m,k)} = \begin{bmatrix} \mathbf{H}_m & \mathbf{Z}_{m,k} & \mathbf{T}_m \end{bmatrix}$
8. Compute $\mathbf{V}_{m,(m,k)}^{(0)}$ from the SVD of $\mathbf{H}_{m,(m,k)}$ = $\mathbf{U}_{m,(m,k)} \Sigma_{m,(m,k)} \mathbf{V}_{m,(m,k)}^{(0)}$
9. Compute $\mathbf{V}_{m,(m,k)}^{(1)}$ from the SVD of $\mathbf{H}_{m,k} \mathbf{V}_{m,(m,k)}^{(0)}$
10. Define $\mathbf{W}_{m,(m,k)} = \sqrt{P_{m,(m,k)}} \begin{bmatrix} \mathbf{V}_{m,(m,k)}^{(0)} \mathbf{V}_{m,(m,k)}^{(1)} \end{bmatrix}$

After that, in step 9, we compute the range space $\mathbf{V}_{m,(m,k)}^{(1)}$ of the desired channel $\mathbf{H}_{m,(m,k)}$ projected into the null space of the interference, given by $\mathbf{V}_{m,(m,k)}^{(0)}$ for each UE $k \in \mathcal{K}_m$.

Finally, the ZF beamforming is computed in step 10, where $P_{m,(m,k)}$ is the transmit power of AN $m$ to UE $k$ $\forall k \in \mathcal{K}_m$.

After obtaining the ZF precoder using Algorithm 5, the interference caused by ANs in the downlink is fully suppressed for other UEs in downlink and uplink. This method guarantees that the MRT performed by the UEs is free from cross-channel interference. The co-channel interference from other uplink UEs must still be mitigated in the AN filter, which can be done with conventional ZF or minimum mean square error (MMSE) filters.

VI. NUMERICAL RESULTS

In this section, we illustrate some system-level simulation results of the performance of the channel estimation and sounding signal assignment algorithms in a DTDD scenario. The simulated scenario consists of a hexagonal grid of 7 cooperative ANs, as illustrated in Figure 3.

Each cell has a radius of 200 m and each AN has four antennas, while each UE has one antenna. We assume that all links are using the same time-frequency resource, which corresponds to a reuse factor of one. To achieve higher spectral efficiency, modern systems rely on such unitary reuse, implementing more advanced techniques to cope with the interference and providing faster coordination and cooperation among cells [18]. To avoid border effects in the results, we have always obtained the estimation from cell 1, which was in the uplink on all Monte Carlo samples. Depending on the result that is being shown, the total number of cells in uplink varies from 1 (Figure 3a) to 7 (Figure 3b), where cells are changed to uplink according to their number. That is, a result for a case where 4 cells are in uplink was obtained with cells 1-4 in uplink and cells 5-7 in downlink. Furthermore, since we intend to estimate the full channel matrix, that means that when working in the downlink an AN has to send four different (and orthogonal) reference signals, one for each transmit antenna, while when working in the uplink the associated UE has to send only one reference signal.

Motivated by the height of the ANs, in our simulations, we considered a line-of-sight (LOS) component between all ANs as well as between an AN and a UE, but only non line-of-sight (NLOS) is considered for links between UEs. This is a simplification of the path loss model in [19], which has a probability for each link type to have a LOS component or not. The path loss models employed in our simulations are summarized in Table I [19].

<table>
<thead>
<tr>
<th>Link type</th>
<th>Path loss model</th>
</tr>
</thead>
<tbody>
<tr>
<td>AN-to-AN</td>
<td>$PL(R) = 98.4 + 20\log_{10}(R)$, $R$ in km</td>
</tr>
<tr>
<td>AN-to-UE</td>
<td>$PL(R) = 103.8 + 20\log_{10}(R)$, $R$ in km</td>
</tr>
<tr>
<td>UE-to-UE</td>
<td>$PL(R) = 55.78 + 40\log_{10}(R)$, $R$ in m</td>
</tr>
</tbody>
</table>

In this work, we consider an adaptation of the one-ring local scattering model discussed in details in [20], [21]. The one-ring channel model is widely employed when simulating MIMO systems, due to its ability to capture antenna correlation, which can affect beamforming performance. In this model, scatterers are generated inside a ring centralized at one link end (typically the receiver in a downlink transmission) [22]. Furthermore, since we are simulating a TDD system, both downlink and uplink channels are assumed to be reciprocal. That is, the channel matrix in one link direction is the transposition of the channel matrix in the other link direction. Therefore, in an AN-to-UE channel link, we only generate scatterers around UEs to obtain the downlink channel matrix and we compute its transpose to obtain the uplink channel matrix. For AN-to-AN and UE-to-UE channels the same method was adopted, where we choose one AN/UE of each channel link to place the scatterers around it.

We have analyzed the mean square error (MSE) of the channel estimation for each subcarrier, which is computed as:

$$\sigma_h^2 = \frac{\mathbb{E}\{\hat{h} - h\}^2}{\mathbb{E}\{|h|^2\}}$$

where $\hat{h}$ is the estimated channel of a subcarrier, $h$ is the true channel. The main simulation assumptions are summarized
in Table II. The simulation parameters are equivalent to the outdoor pico environment scenario evaluated in the 3rd generation partnership project (3GPP) report [23].

The employed channel estimation method and reference signal assignment strategies are:

- **SRS**: This method is the sounding signal assignment described in Algorithm 3, which represents an LTE/NR approach where each AN allocates the sounding signals in an uncoordinated way.
- **C-SRS**: This method is the sounding signal assignment proposed in this work and described in Algorithm 4.
- **SIC**: The regular SIC channel estimation method described in Algorithm 1.
- **R-SIC**: The Refined-SIC channel estimation method proposed in this work and described in Algorithm 2.

Figures 4 and 5 illustrate the empirical cumulative distribution functions (CDFs) of the channel estimation MSE of intended and interfering channels, respectively, when all 7 ANs are operating in uplink (Figure 3b) and there are 6 UEs in each cell. This scenario is equivalent to a network where all ANs are operating in the same transmission direction (uplink or downlink), which avoids the cross-channel interference. Therefore, all interfering channels are from UEs in other cells.

From Figure 4 we can see that the worst performance is obtained with the SRS using the SIC approach, where the 50th percentile in the MSE CDF is −13 dB. However, the 50th percentile for the Refined-SIC estimation method achieves an MSE around −32.5 dB for SRS and −33 dB for C-SRS. This represents a gain of 20 dB in the MSE when compared with SRS with SIC. On the other hand, the gain of the C-SRS with SIC approach is only 1.4 dB better, compared with SRS with SIC. Hence, in terms of channel estimation quality, the coordination of the sounding signal assignment has no significant gains, while using the refined version of the SIC algorithm can achieve large gains.

A similar behavior could be noted in the interfering channel estimation for the same scenario, which is illustrated in Figure 5. The estimation of the interfering UE channels using the SRS and SIC algorithm achieved the worst performance and the channel estimation MSE is so high that the obtained CSI is not very useful for interference mitigation. More precisely, the 50th percentile interfering channel MSE with SRS and SIC is −1.5 dB, compared to 0.4 dB, −10 dB and −10.5 dB of C-SRS with SIC, SRS with R-SIC and C-SRS with R-SIC, respectively. Considering only the case where the R-SIC algorithm is employed, we can note that the gain obtained with C-SRS compared to SRS is of around 1 dB. That is, when R-SIC is employed, the benefit of going the extra mile and coordinating the assignment of the reference signals is marginal.

We have also analyzed the 50th percentile of the CDF of the channel estimation MSE for all simulated methods when the 7 ANs are operating in the uplink. In Figure 6, the 50th percentile of the intended estimated channel is illustrated for a number of UEs from 1 to 6. The estimation error of the approaches employing SIC quickly increases as the number of UEs per cell increases. For all simulated system loads, the approaches with C-SRS as sounding assignment method achieved the best performance. On the other hand, the estimation error when R-SIC is employed increases with the number of UEs at a much slower rate when compared with the SIC case. Indeed, as the number of UEs increases the gap between the estimation error with SIC and R-SIC increases.

Figure 7 shows the 50th percentile of the CDF of the channel estimation error of the interfering UE channels. Compared with Figure 6, the results in Figure 7 are very similar, with the only difference being the MSE values in the y axis. As expected, due to the pathloss, the MSE of the interfering UE channels is higher than the MSE of the intended channel.
In Figure 8 the channel estimation quality for the AN-to-
AN channel (that is, the interfering channel) is demonstrated
when 6 ANs are operating in downlink, as in Figure 3a. In this
case, only the central cell is operating in uplink and performs
the channel estimation. We can note in Figure 8 a large gap
between the CDFs of approaches with R-SIC and SIC. If we
analyze Table I, we can see that the pathloss of the AN-to-
AN is lower than the path loss between AN and UEs. This
means that the sounding reference signal between ANs causes
high interference on the sounding signal sent by UEs. That
is why R-SIC, which can better mitigate these interferences,
has a much higher performance gain compared to SIC in
this scenario than in the previous scenario, where all ANs
were in the uplink. Furthermore, due to the LOS component,
the received signal power of sounding signals from ANs is
much lower and does not change significantly with the
number of ANs in the uplink. The sounding interference
from surrounding ANs in downlink can be higher than the
signals from desired UEs in the central AN, due to the LOS
component between ANs. Also, when a surrounding AN is
operating in downlink, the UEs served by it do not transmit
any sounding signal and the sounding interference comes from
the AN. In general, this exchange of interfering sounding
source is bad for channel estimation algorithms, due to the
increased interference. However, the R-SIC method performs
the estimation of all received signals iteratively, improving the
signal isolation in each iteration until a convergence criterion
is reached. With this, the channel can be better estimated since
the interference was mitigated.

Figure 10 illustrates the 50\(^{th}\) percentile of the MSE of the
interfering UE channels when the number of ANs in uplink
varies from 2 to 7\(^9\). For the case with 1 AN in uplink there is
no interfering UE sounding signal in the system and this case
is not included. The UE-AN interfering channels have larger
path loss than other links and thus the error is higher than the
intended channel estimation.

Based on the analyzed results, we can conclude that the
approaches with R-SIC achieve the best channel estimation

\(^1\)In this work, we considered LOS between all ANs.
\(^2\)Channel between UEs of the central AN and the central AN.

\(^9\)The MSE plot of the interfering AN channels is similar to Figure 10,
but with much lower values in the y axis. Thus we only show the plot for
interfering UE channels.
quality. Another conclusion is that the coordinated sounding signal distribution of C-SRS has a marginal gain in channel quality estimation when the R-SIC is performed. However, the results of methods with the SIC algorithm demonstrated gains in some loads\(^4\) when the C-SRS is used instead of SRS.

Figure 11 illustrates the mean number of iterations for the R-SIC algorithm to reach convergence for the scenarios with 1 AN and with 7 ANs operating in uplink. We can note that the number of iterations for R-SIC convergence is reduced with C-SRS due to the interference reduction. Furthermore, when there is only one AN in uplink, with the 6 surrounding ANs operating in downlink, the number of sounding signals increases only in the uplink AN. For this reason, the mean number of iterations with one AN in uplink seems constant for all numbers of UEs per cell in Figure 11. However, the solution with C-SRS requires fewer iterations to reach the convergence than the approach with SRS-LTE. The difference in terms of the number of iterations between C-SRS and SRS is of around 13 iterations for all system loads when there is one AN operating in uplink.

On the other hand, the scenario with 7 ANs operating in uplink means that all sounding signals sent in the cooperative cluster are from UEs in the network. Therefore, when the number of UEs per cell increases, the number of sounding signals increases 7 times more. The impact of the number of sounding signals on the convergence is evident in Figure 11. In the case with 6 UEs per AN, the gap in the number of iterations is of around 20 between C-SRS and SRS-LTE. This result shows the impact on the computational complexity of R-SIC when the cell coordination is adopted in the sounding.

To assess the impact of channel knowledge on the system performance, we simulated the proposed zero-forcing beamforming described in Section V. The simulated scenario had 7 cells and one UE per cell. Due to the degrees of freedom requirement for the zero-forcing algorithm, we simulated a scenario with 8 antennas at the ANs and 1 antenna at each UE. In this way, the subspace selected by the uplink AN has rank 1. For the channel estimation, we have considered that the transmission direction in the previous TTI was opposite to the current transmission, where the sounding channel was performed. That is, the ANs that were in the uplink direction when CSI was obtained, including the central cell, are in the downlink direction when this CSI is employed to perform transmission using the proposed zero-forcing algorithm.

The channel estimation considered for the zero-forcing algorithm was performed by SRS using the proposed sounding signal assignment described in Section IV and channel estimation methods described in Section III.

For simplicity, in the reception step, we consider perfect knowledge of the channel, therefore the decoder design considers the true covariance matrix of channels and interference. We considered MMSE-interference rejection combining (IRC) as the reception filter in uplink ANs. The uplink beamforming used by UEs is the MRT based on SVD operation. This assumption removes from UEs the responsibility to reduce interference.

Let \(S\) be the number of Monte Carlo samples and \(C\) be the mean sum capacity, given by:

\[
C = \frac{\sum_{s=1}^{S} \left( \sum_{k \in K_m} \log(1 + \gamma_{k,m}^s) + \sum_{k \in K_m} \log(1 + \gamma_{m,k}^s) \right)}{S},
\]

where \(\gamma_{k,m}^s\) and \(\gamma_{m,k}^s\) are the uplink and downlink SINR of sample \(s\), respectively. Figure 12 illustrates the mean sum capacity of the zero-forcing algorithm considering the channel estimated by SRS with SIC and C-SRS with R-SIC, while the number of ANs in the uplink varies from 0 to 6.\(^1\)

SRS-LTE with SIC and C-SRS with R-SIC are the extreme cases of sounding channel approaches with the upper and lower bound of channel estimation quality in all simulated scenarios. Therefore, the other methods are expected to reach capacity values in-between those of the simulated methods.

In Figure 12, we can perceive the impact that CSI has on beamforming performance and the corresponding gains in capacity. For 0 and 1 ANs in uplink, the gain between the estimation methods is marginal, this happens due to the low interference from UEs and few ANs in uplink. For the scenarios from 2 to 6 ANs in uplink, the amount of interference increases.

\(^4\)Number of UEs per cell.

\(^1\)That is, when the number of cells in uplink direction during CSI acquisition changes from 7 to 1.
due to the LOS between ANs. In these scenarios, the zero-forcing mitigates the cross-interference, impacting the system capacity, and the better the estimated channels, the better this mitigation will be.

VII. CONCLUSIONS

In this work, we have investigated the quality of the channel estimation in a DTDD scenario, as well as the corresponding performance gains depending on the quality of the available channel state information. In the simulated scenario, when the number of uplink ANs increases, the quality of the channel estimation increases. This happens due to LOS between ANs, which is somewhat an extreme case, but is reasonable to assume that the path loss coefficient of the AN-to-AN channels is lower than the AN-to-UE channels. Nevertheless, with the proposed Refined-SIC algorithm, the channel estimation mean square error was low enough to be useful even when most of the ANs are in the downlink.

We have also investigated the possible gains with coordination between ANs in the sounding signal assignment. For SRS and DMRS, the amount of fully orthogonal sounding signals are limited by the number of comb patterns/OCCs and cyclic shifts. Differently from the ANs in the LTE standard, which assign these resources in an uncoordinated way, we propose a new sounding signal assignment algorithm that coordinates the orthogonal sounding signals between ANs to reduce the sounding interference. Our simulations have shown that the coordination can improve the sounding quality when the SIC algorithm is adopted as the channel estimation method. On the other hand, most of these gains can be obtained by simply using our proposed R-SIC channel estimation algorithm, without any coordination. The advantage of also using coordination along with the R-SIC channel estimation algorithm is reducing the complexity of the R-SIC algorithm, since it will require fewer iterations to converge. Hence, there is a trade-off between computational complexity and communication overhead between ANs, which should be considered.

Another contribution of this work is the zero-forcing beamforming to DTDD networks. In DTDD networks, where we have AN-to-AN interference, there is a lack of degrees-of-freedom to perform zero-forcing beamforming and mitigate the cross-interference. The proposed beamforming algorithm solves this issue by selecting a subspace for each AN, based on the channels of that AN’s UEs. Our numerical results have shown that the CSI quality can improve the performance of the proposed algorithm.


Darlan C. Moreira received B.Sc. degree in electrical engineering in 2005 from the Federal University of Ceará (UFC), Fortaleza, Brazil, in 2005. In 2007 and 2020 he received the M.S. and Ph.D. degrees, respectively, in Teleinformatics Engineering from the same institution. In 2007, he visited Ericsson Research in Kista, Sweden, for 3 months. In 2010, he visited Supélec in Gif-sur-Yvette, France, for 6 months. Since 2005 he has been a researcher at Wireless Telecommunications Research Group (GTEL), Brazil, where he has been working in projects within the technical cooperation between GTEL and Ericsson Research. Some topics of his research interests include machine learning, MIMO transceiver design, channel estimation, interference management and modeling and simulation of cellular communication.

Lászlon R. da Costa received the B.Sc. degree in Computer Engineering from Federal University of Ceará (UFC), Sobral, Brazil, in 2014 and the M.Sc. degree in Computer and Electrical Engineering from Federal University of Ceará (UFC), Sobral, Brazil, in 2016. He is currently pursuing D.Sc. degree in Telecommunication Engineering from the Federal University of Ceará, Fortaleza, Brazil. In 2019, he has been in an internship at Technische Universität Darmstadt (TUD), Germany. He is also a researcher at Wireless Telecom Research Group (GTEL), Fortaleza, Brazil, where he works in projects in cooperation with Ericsson Research. His research interests include radio resource management, numerical optimization, and multiuser/multiantenna communications.

Yuri C. B. Silva received the B.Sc. and M.Sc. degrees from the Federal University of Ceará, Fortaleza, Brazil, in 2002 and 2004, respectively, and the Dr.-Ing. degree from the Technische Universität Darmstadt, Germany, in 2008, all in Electrical Engineering. From 2001 to 2004 he was with the Wireless Telecom Research Group (GTEL), Fortaleza, Brazil. In 2003 he was a visiting researcher at Ericsson Research, Stockholm, Sweden. From 2005 to 2008 he was with the Communications Engineering Lab of the Technische Universität Darmstadt. He is currently an Associate Professor at the Federal University of Ceará and researcher at GTEL. He also holds a productivity fellowship in technological development and innovation from CNPq. His main research interests are in the areas of wireless communications systems, multi-antenna processing, interference management, multicast services, and cooperative communications.

Igor M. Guerreiro received the B.S., M.S. and Ph.D. degrees in Teleinformatics Engineering from the Federal University of Ceará (UFC), Brazil, in 2007, 2010 and 2016, respectively. He currently holds a post-doc position at the UFC Department of Teleinformatics Engineering. Since 2007 he has been a researcher at Wireless Telecommunications Research Group (GTEL), Brazil, working in research projects within a technical cooperation with Ericsson Research, Sweden. In 2008, he was a guest researcher at Virginia Tech Advanced Research Institute (ARI), Arlington, Virginia, USA. Before starting the Ph.D. course at UFC, he visited Ericsson in 2010 in Luleå, Sweden, for 5 months, and another time in San José, California, USA, for 3 months. As a Ph.D. student, he visited both Ericsson and the Royal Institute of Technology (KTH) in 2014-15 in Stockholm, Sweden, for a year-long period. Some topics of his research interests include techniques for MIMO transceiver design, distributed optimization and machine learning for wireless communication systems, modeling and simulation of cellular communication, dynamic spectrum access methodologies, physical layer aspects for Internet of Things.